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0 Preface

These are the lecture notes for a 5-lecture mini-course I taught at the 2023 PCMI graduate
summer school. Christopher Kang served as TA, and contributed to this document by
helping create problem sets. The abstract for the mini-course is as follows:

Abstract

An exciting recent line of work unifies many interesting quantum algorithms
under a powerful linear algebraic framework known as “quantum singular value
transformation” (QSVT). We'll introduce this framework, build some tools in poly-
nomial approximation that are helpful for applying it, and investigate what kinds of
results it can achieve. Our goal will be to understand how and when to use QSVT
in quantum algorithm design, and ultimately, whether it can reveal new quantum
speedups for interesting problems in data analysis, machine learning, or quantum
simulation.

I ended up covering the following topics. The first two lectures give a near-complete
picture of the theory of QSVT as given by Gilyén, Su, Low, and Wiebe [GSLW19|. Here,
I crib from my exposition of this with Kevin Tian [TT24]; our proofs are ultimately the
same as the originals, but ours are clean enough that they can be reasonably presented in
a lecture.

The third lecture covers polynomial approximation, the central mathematical tool
appearing in QSVT applications. The material is taken from one of my favorite text-
books |Trel9], with the exposition again following mine and Kevin Tian’s [TT24], which
gives versions of these results which are targeted towards users of QSVT.

The final two lectures discuss quantum-inspired algorithms, which is a theory of QSVT
for classical algorithms which I worked on in my undergrad and PhD. From this theory, we
can conclude that quantum linear algebra techniques don’t give exponential speedups for a
broad range of classical machine learning tasks; but also, it illuminates the extent to which
QSVT can work without a quantum computer. I cover ideas mainly from |[CGLLTW22;
BT24]|, which give the cleanest versions of this theory, but again I shamelessly take
expositional choices from other writing I did on this topic [Tan22; Tan23].

For these notes, I'll assume comfort with quantum computing basics (gates, circuits,
measurement), linear algebra (unitary matrices, tensor products, singular value decompo-
sition and eigendecomposition), and probability.
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1 Introducing the block-encoding

First, some background behind the framework I'm about to introduce. Quantum computers
were first envisioned for use in efficiently simulating quantum systems. One commonly
studied instance of this task is Hamiltonian simulation, i.e. simulation of the dynamics of
a closed quantum system.

Problem (Hamiltonian simulation). Let H be a Hamiltonian made up of m terms,
meaning that

m
H = Z Ao E, where F, is a tensor product of single-qubit unitary matrices.

a=1

Given a quantum state |¢)) and a time ¢ € R, produce a state close to e |¢)). Or,
slightly stronger: implement a unitary U close to e 7*#t so that ||[U — e!|| < &, where |||
denotes operator norm."

We describe H as a sum of individual interaction terms FE,, where )\, dictates the
strength of the interaction. These F,’s need not be as we describe them, but they are
generally simple operators encoding basic kinds of interactions between qubits. Then,
e 1t |4} is the state of the system after evolving according to the Schrédinger differential
equation 0y [1(t)) = —iH |1 (t)) with initial state [10(0)) = [¢), for time ¢.

Original Hamiltonian simulation algorithms [L1096]| proceeded by using Trotter ap-
proximations: since the FE,’s are “simple”, we would be happy if we can break up the
exponential into pieces, each with only one term. We can be happy, since for r large
enough,

€ €

“iHt oy (emiBAt/roiBat/r | o=iBut/ryr (1)
This method for Hamiltonian simulation is simple and easy-to-implement. However,
it is far from optimal. For the moment, let’s ignore dependence on log(d), m, and ¢
for the moment? and focus on error €. The approximation quality of Trotter is poor,
since 7 = poly(1/e) is needed for the Trotter error to be &; so, quantum algorithms
with this strategy only get poly(1/e) gate complexity. More refined “product formulas’
than Eq. (1) are able to get sub-polynomial dependence on error [CW12|. However,
the optimal algorithms for Hamiltonian simulation, which get log(1/¢)/loglog(1/¢) gate
complexity [BCCKS17; LC17; LC19], use an entirely different technique. This technique
developed into the framework I will present now [GSLW19|.
This framework proceeds by:

b

1. Defining a type of quantum circuit called a “block-encoding”;

2. Showing that, given A\, and FE,, we can construct an efficient block-encoding of H,
up to a scaling constant;

LAnd ||-|| denotes Euclidean norm when applied to a vector.

2What happens with these parameters is a story for another time. In short, it heavily depends on the
Hamiltonian whether the algorithms have gate complexity log(d)mt or something more like (log(d)t)**+°().
Product formulas can typically get the right dependence on these parameters [CSTWZ21; CS19]. But for
the sort of “physical” Hamiltonians that I'm familiar with, the algorithms with best dependence on all
parameters (including €) use the techniques here, along with exploiting some locality properties about
the Hamiltonian [HHKL21].
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3. Showing that we can get a block-encoding of (an approximation of
uses of the block-encoding to H;

4. Using our new block-encoding to apply the approximation of e It to a state.

1.1 Block-encodings

We begin with the block-encoding, which is a way to access a matrix via a quantum
circuit.

Definition 1.1 (Block-encoding, variant of [GSLW19, Definition 43|, [Ral20, Definition
1]). Given A € C™*¢, we say U € C¥ is a Q-block encoding of A if U is implementable
with O(Q) gates and

BE,lUBR,l = A, (2)

where By, € (CdXT,BRI € C9 are the first r and ¢ columns of the identity matrix.

Equivalently,
r= (1), (3

where - denotes unspecified block matrices. We denote IIj, = BL,lBITJ’l, IIg = BRJB;[{,I to
be the corresponding projections onto the spans of By, ; and Bg 1, respectively.

We'll often consider d, r, and ¢ as powers of two so that we can write everything in
terms of qubits. The equation in Definition 1.1 then becomes

(0" @ NU(j0)* ™ & 1) = A (4)

for a;, = logy(d/r) and ar = log,(d/c).
Remark 1.2 (Other definitions of the block-encoding). In the literature, you’ll often

see block-encodings defined with an accuracy parameter ¢ and a rescaling parameter «,
allowing for approximation:

|A—aBl UBgr4|| <.

In these lecture notes, instead of saying we have an e-accurate a-rescaled block-encoding
of A, we'll say that we have a block-encoding of A/a where A satisfies ||A — A| < e. This
choice to not incorporate error into definition of block-encoding makes proving things
easier in my experience. Definitions sometimes also allow By, ; and Bg; to be arbitrary
isometries [GSLW19, Definition 11]; this is not any more general, since then B{U Bgr is a
block-encoding in the sense above, where By, Br € C¥*? are unitary completions of By,
and Bpg ;.

Remark 1.3 (Normalization). Because block-encoded matrices must be a sub-matrix of a
unitary, it’s only possible® to produce block-encodings of matrices with bounded operator
norm, ||[A|| < 1. The actual scaling of A is important: it is generally easier to get a
block-encoding of matrices with smaller operator norm, so one often ends up working
with block-encodings of A/« for some large a; but o then appears in the running time,
meaning that smaller matrices produce slower algorithms. The mechanics of this aren’t
particularly obvious, but keep in mind that scale is an essential component to manage
when working with block-encodings.

3In a later problem set, you’'ll see that is also a sufficient condition—any matrix with bounded operator
norm can be the submatrix of a unitary matrix.



We can view the block-encoding as a generalization of a unitary quantum circuit.

Lemma 1.4. A quantum circuit implementing the unitary U with Q) gates is a (QQ-block
encoding of U.

In the way that we apply a circuit implementing U to perform the map [¢) — U |1)),
a block-encoding of A can be used to perform the map |¢) — A |¢)), with some chance of
failure. This allows us to perform more general types of linear algebraic operations than
what purely unitary circuits offer.

Lemma 1.5. Given U € C™?, a Q-block encoding of A € C™*¢, and a state ) € C¢,

HAlzb with probability

there is a quantum circuit with O(Q) gates that produces the state

LA ) 2.

|O>®a EI

U
[¥)

Figure 1: A basic block-encoding circuit. If U is a block-encoding of the matrix A € C™",
then provided the outcome of the measurement on the first wire is [0)®“, then the output
of the circuit is A [)).

Proof. The circuit is shown in Fig. 1: we can take the state [¢) and add ar qubits
initialized to |0). Then, we apply the block-encoding U and measure the first a;, qubits.
If they all have outcome 0, then by Eq. (4), the resulting state is A |¢). This occurs with
probability || A |¥)|*. O

1.2 Extensibility properties of block-encodings

The question now becomes: when can we produce an efficient block-encoding of a matrix?
In fact, we can reduce Hamiltonian simulation to such a problem: a tensor product of
single-qubit unitary matrices is implementable by a layer of single-qubit gates, and so has a
log(d)-block encoding by Lemma 1.4. So, we have block encodings of the terms {FEq}acpm
for the Hamiltonian H = >_" | \,E,; can we get a block-encoding of (an approximation
Of) —1Ht7

Block-encodings enjoy several extensibility properties: that is, given block-encodings
of A and B, we can get block-encodings of AB and c¢yA + ¢; B, whenever (1) A and B
have dimensions such that these expressions make sense and (2) the scale of ¢y and ¢; is
sufficiently small. This will allow us to get a block-encoding of H/« for some rescaling
constant «.

Lemma 1.6 (Multiplying block-encodings). Let U and V' be Qu- and Qv -block-encodings
of A € C™5 and B € C**', respectively. Then we can construct a (Qu + Qv )-block
encoding of AB.

Proof. The circuit implementing AB is shown in Fig. 2. We can see that this is a
block-encoding of AB by inspection, as this is a composition of two of the circuits in
Fig. 1. O
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Figure 2: If U is a block-encoding of A and V' is a block-encoding of B, then this circuit
is a block-encoding of AB, shown being applied to input |¢)). Here, ay and ay are the
padding needed for the respective block-encodings.

We can construct block-encodings of linear combinations of block-encodings using the
Linear Combination of Unitaries (LCU) algorithm.

Lemma 1.7 (Summing block-encodings). Let U® be a Q) -block-encoding of AW € C™*¢
for alli = 0,...,k — 1. Then we can construct a (k + Zi:ol Q®)-block encoding of
S aUD, for a; € C such that Yoy < 1.

(171
10) Vi | V|
|O>®a
) ) UM

Figure 3: If UM and U® are block-encodings of A" and A® | then this circuit is a
block-encoding of |Vgo2A® + [V51|2AM| shown being applied to input [¢)). Here, the
gate blocks containing U(® and U denote conditioning on |0) and conditioning on |1).

Proof. First, consider taking the linear combination of k& = 2 block-encodings. The
circuit implementing a linear combination is shown in Fig. 3. The controlled-U® and
controlled-U® apply the unitary

(7)o (T w) ®
L)

(10)(0N@U O +(I1)(1))eU ™)

So, the full circuit is performing

Vool VouI\' (U© Vool Vol (6)
Viol Vial U Viol Vial

N

(VT|0)(0\V)®U(0):—r(\/1‘\1><1|V)®U(1)_

The top-right corner of this matrix, which is where the block-encoding should be, equals
|V070|2U(0) + |V1,0|2U(1)‘

So, for any non-negative real ag, a; summing to one, we can find some one-qubit unitary
V' whose first column is /g, \/a1, giving the desired block-encoding. If, say, ag was
negative, we could use the circuit for |ap|, but use a controlled unitary of —U ©) instead
of U® to negate it in the block-encoding.



The general version is of the following form. First, if U is a block-encoding of A then
so is I ® U, so without loss we can pad the dimension until all U®’s are all the same size,
d x d. Second, without loss we can pad our linear combination until £ is a power of two
by adding U = I and o; = 0 to the linear combination. Let V' € C*¥** be a unitary such
that

Vo) = > Viadl i)

and let U € C*¥** he the unitary

k—
> (k) (k) @ (| y
i=0 '
Then (VI @ NU(V ® I) is a block-encoding of >~ a;U®. The cost of applying V is O(k),
and assuming that the cost of applying the controlled version of U® is only a constant
factor larger than the cost of applying U itself, the cost of U is O(k + > Q). n

—_

(%)

YD),

We will need a final assertion about block-encodings. So far, we haven’t specified
a particular gate model for our quantum circuit; if you like, it’ll be easiest to consider
quantum circuits with arbitrary one- and two-qubit gates. Whatever gate model is used,
we need that the number of gates to apply a circuit is equal to the number of gates to
apply its inverse (up to constant factors).

Lemma 1.8 (Taking the conjugate transpose of a block-encoding). If U is a Q-block
encoding of A, then UT is a Q-block encoding of AT.

1.3 The “fundamental theorem” of block-encodings

These extensibility theorems are powerful: one might notice that we can combine them
to get block-encodings of polynomials of A. “Polynomials of A” has a clear meaning
when A is Hermitian: for a function f: R — C, f(A) is defined to be the function that
applies f to the eigenvalues of A: for A = > \u (u®)f the unitary eigendecomposition
of A, f(A) = fF\)u®(u®)!. But for general A, we need to be more careful. Now, we
define the notion of applying a scalar function to a matrix, referred to in this literature as
‘singular value transformation’.

Definition 1.9 (Singular value transformation, [GSLW19, Definition 16]). Let f : R — C

be even or odd,” and let A € C™“ have SVD A =37, .00 ouv]. Then we define

f(SV) (A) = Zie[min(r,c)] f(ai)uwj f is odd
> ield f(oi)viv)] f is even

where o; is defined to be zero for ¢ > min(r, c).

When f(z) = p(z) is an even or odd polynomial, p®V)(A4) can be written as a
polynomial in the expected way, e.g. if p(z) = 22 + 1, pSV(A) = ATA + I and if
p(z) = 2%+, p®V)(A) = AATA + A. Notice that the monomials alternate A and Af so
that the dimensions align.

Now, we can consider when it’s possible to convert a block-encoding of A to a block-
encoding of fV)(A), focusing on polynomials in particular.

4A function is even if f(z) = f(—z) and odd if f(z) = —f(—x).

7



Wbl

Definition 1.10 (Achievable polynomial). A degree-n polynomial p € C|x] is “achievable
if there is an explicit way to create a block-encoding of p®V)(A) from a block-encoding of
A.

This definition isn’t entirely formal (we technically need some efficiency guarantee on
the block-encoding of pSV)(A)), but will be useful language for us going forward. The
extensibility properties directly show that some polynomials are achievable.

Corollary 1.11 (Corollary of the extensibility properties). Polynomials of the form
p(z) = >4, axx® are achievable, provided that > |ax| <1 and p is odd or even.

A proof of this is deferred to the problem set. However, this is a very small class of
polynomials: again see the problem set for an example of a limitation of this class of
polynomials.

The main result of the block-encoding framework is that all bounded polynomials
with real coefficients are achievable; this result gives QSVT, quantum singular value
transformation, its name.

Theorem 1.12 (Taking polynomials of block-encodings [GSLW19, Theorem 17 and
Corollary 18]). If a polynomial with real coefficients p € R[zx] is even or odd and satisfies
Ip(z)| < 1 for all x € [—1,1], then it is achievable.

This result is about the best we could hope for. The constraint that p(x) is bounded
by 1 is necessary, since the QSVT algorithm converts a block-encoding of A to a block-
encoding of p®V)(A) in a black-box way, i.e. without looking at A. But if some p(x) had
magnitude larger than one, then p®V)(A) can have norm greater than one, and therefore
never be in a block-encoding. The even/odd constraint is not very important, since the
polynomial is only ever applied to singular values, which are non-negative. The only
limitation of this result is that it only applies to polynomials with real coefficients, but I
don’t know of situations where this is of concern.

We'll prove Theorem 1.12 in the next lecture. First, we see how to apply it.

1.4 Wielding the block-encoding

Hamiltonian simulation gives a nice view into how to use block-encodings and QSVT. As we
discussed before, we can construct a mlog(d)-block-encoding of H/(>_|\;|). Without loss
of generality, we can rescale H <— H/(D>_|\;|) and t < ¢ >_|\;| so that our block-encoding
is of H. Our goal is to get an (approximate) block-encoding of f(H), where

f(z) = exp(—ixt) = cos(tx) — isin(tz). (7)

Since cos(tx) and sin(tzx) are bounded even and odd functions, respectively, we can find
good polynomial approximations of them. (We will see how to do this in lecture 3.) That
is, we can find ¢ and s such that, for all z € [—1, 1],

le(x) — cos(tz)| < e |s(z) —sin(tz)| < e

By Theorem 1.12, we can get block-encodings of ¢*V)(H) and s®V)(H). By Lemma 1.7,
we can get a block-encoding of 1(c®V)(H) — is®V)(H)) ~ 1e ' This is enough if we
wish to apply it to an input state |1), but to decrease the failure probability we can
remove the % through oblivious amplitude amplification, which can be done with QSV'T.

8



I haven’t yet discussed gate complexity or the error analysis, but we will see that
the running time of the whole algorithm is dictated by how small the degree can be of
polynomials approximating cos(tz) and sin(tx). Up to constant factors of wiggle room in
the parameters, the number of times one needs to apply the block-encoding for H is equal
to this degree, and we get optimal algorithms for Hamiltonian simulation by choosing the
optimal polynomial approximations.



Problem Set 1: The block-encoding

Problem 1.1 (Taking tensor products of block-encodings). Let U and V' be Q-block
encodings of A and B, respectively. Show how to get a Q)-block-encoding of A ® B.

Problem 1.2 (Extensibility properties). Prove Corollary 1.11 of the lecture notes. Specif-
ically, show that the two extensibility properties allow us to convert a ()-block encoding
of A to a n@-block encoding of pSV)(A).

Problem 1.3 (Extensibility properties do not suffice). Let p(z) = >}_,axz" be a
polynomial whose coefficients satisfy > |ax| < 1. Show that p(x) cannot approximate
sin(100x) for any choice of n. That is, show that there is some = € [—1, 1] such that

|p(x) — sin(100z)| > 0.01.

We will see in Lecture 8 that sin(100zx) can in fact be approzimated by a low-degree
polynomial; it’s just that this class of polynomials doesn’t suffice.

Problem 1.4 (Oblivious amplitude amplification). QSVT is a unifying technique which
includes many major quantum algorithms, including amplitude amplification [MRTC21].
In this problem, we show that Oblivious Amplitude Amplification (OAA), as described in
[BCCKS17, Lemma 3.6|, can be written in our block-encoding framework.

Identify the block-encoding within the aforementioned unitary. What polynomial
would effect the same transformation as described in [BCCKS17, Lemma 3.6|7

Remark 1.13. See [Ral20| for more information on how to get block-encodings of density
matrices and observables, and how to use this to estimate physical quantities like expecta-
tions of Gibbs states. See [BCCKS17] for further discussion of Hamiltonian simulation,
placing it in the context of the more general problem of understanding the “fractional query
model”, “discrete query model”; and “continuous query model”. See [LC19] (the original
paper) or [GSLW19] for a more thorough explanation of the Hamiltonian simulation
algorithm.

10



2 Proving QSVT

Let’s start by recalling the definition of a block-encoding from the previous lecture.

Definition 1.1 (Block-encoding, variant of [GSLW19, Definition 43|, [Ral20, Definition
1]). Given A € C™¢, we say U € C*? is a Q-block encoding of A if U is implementable
with O(Q) gates and

Bl \UBgr; = A, (2)

where Br; € C¥™" Bgr; € C% are the first r and ¢ columns of the identity matrix.

Equivalently,
o= (1) )

where - denotes unspecified block matrices. We denote IIj, = BL,lBEJ, IIg = Bgr, BIT%J to
be the corresponding projections onto the spans of By,; and Bg 1, respectively.

In this lecture, we will prove Theorem 1.12; which states that all bounded polynomials
with real coefficients are achievable, in the sense defined in Definition 1.10. The full
statement, including quantitative bounds, are as follows.

Theorem 2.1 (|GSLW19, Theorem 17 and Corollary 18]). If a degree-n polynomial with
real coefficients p € R|x] is even or odd and satisfies |p(x)| < 1 for all z € [—1,1], then we
can use a Q-block encoding of A to construct a n(log(d) + Q)-block encoding of p©SV)(A).

Our proof proceeds as follows. We begin with the case where A is a scalar and
U € C?*?; this is known as quantum signal processing. Then, we show that the circuit
used for the scalar case “lifts” to the matrix case; to do this, we use an argument with
block matrices.

2.1 Quantum signal processing (QSP)

The idea of QSP is that we can perform a known function on an unknown (parametrized)
operator by interleaving the unknown operator with rotations.

Definition 2.2 (Quantum signal processing). For a sequence of phase factors ® = {¢;} €
R™*1 it defines a quantum signal processing circuit®

QSP(,2) = (ﬁ (eigj e_oid,j) < N V?)J) (eg 6_?¢0). (8)

Jj=1 /N
~~ ~~

4503 ~iR(a)

Here, the product goes from n on the left-hand side to 1 on the right-hand side. The
matrix o, = (! _;) is the Pauli Z matrix.

"We define QSP with the reflection operation R(z); a different convention is to use the rotation

elarccos(z)ow (i\/lﬂ”_?iv 1;'”2 ), denoted W (z) in [GSLW19]. These two types of circuits are equivalent
up to a shift in phase factors [MRTC21, Appendix A.2]. See the problem set for more discussion of this.
Using W (z) is perhaps more natural, since then this corresponds to alternating rotations in the ox and

oz basis.

11



Definition 2.3 (QSP-achievable polynomial [GSLW19, Corollary 8]). We say that a
polynomial p(z) € Clz] is QSP-achievable if there is a sequence of phase factors & =
{¢;} € R™™ such that

QSP(®,z) = (p(‘x) ) (9)

To find out what polynomials are QSP-achievable, we first take a look at what the
form of QSP is. It turns out that we can express it as a recurrence of polynomials.

Lemma 2.4 (QSP as a recurrence). For some phase factors ® = {¢;} € R,

Ny pr(7) G (—2)V1 — 22
QSP({¢J}0§J§/€’ )_ (%;(17)@ p_k(_ff) )7 (10)
where pi(x) and qi(x) satisfy the following recurrence relation:
Pria(x) = ¥ (apy () + (1 — 2?)gp()); (11)
Q1 () = 7 (py (@) — 2i(2))- (12)

For the base case, po(x) = €% and qo(z) = 0.

Proof. The base case is because

asp(an) o) = () (13)

For the inductive case, we just do the annoying computation.

QSP({4;}o<j<h+1,2) (14)

= %1% R(x) - QSP({0; }o<j<k ¥) (15)

_ < . P+ ei‘z”v“m)( pr(x) Gr(—x)V1 —x2) (16)
/T2 g )\ oV —F pr(—a)

_ ( et (op () + (1 = 2?)au(x) &1 (Pr(—2) + ae(—a)) VI — 27 ) a7
s (i) — 2gu ()T =22 e (—app(—a) + (1 = 22)gi(—))

_ < Prr1(z) G (—2)V1 = xQ) (18)
Qi1 () V1 — 2 Prr1(—)

Feel free to stare at the last line for a little bit to confirm that the entries indeed all match
up to what I claim them to be. O

With this recurrence, we can give a characterization of which polynomials are QSP-
achievable.

Theorem 2.5 ([GSLW19, Theorem 3|). A degree-n polynomial p(x) € Clx] is QSP-
achievable with some ® € R™™ if and only if there is some polynomial q(x) such that:

(a) q has degree < n — 1;
(b) (p,q) are (even, odd) or (odd, even);

(¢) Ip(@)? + (1 = a)|q(@)[> = 1 for all .

12



Proof. First, we consider the “only if” direction. Suppose p(z) is QSP-achievable with the
phase factors ® € R""!. Then, by Lemma 2.4, there is some ¢(z) such that

() aisaE
QSP(®,2) = (q<x>¢*1 2 () >

derived from the recurrence described in that lemma. From this recurrence, we can verify
that at all times, conditions (a) and (b) are satisfied. Finally, condition (c) is always
satisfied because QSP(®,x) is a product of unitary matrices, and so is unitary: the
first column having norm one is equivalent to |p(z)|? + (1 — 22)|q(2)|* = p(z)p(z) + (1 —
2?)q(z)q(x) = 1, and this argument works for every = € [—1,1]. Because it holds for
infinitely many x, the equality holds as polynomials.

Second, we consider the “if” direction. Suppose we have some p(x) of degree n and
q(x) satistying (a), (b), and (c). We want to construct phase factors that implement p(x).
We proceed by induction: when n = 0, this means that p(x) is scalar and ¢(x) has degree
< —1 (meaning it must be zero). Thus, p(z) = €' for some ¢; we can implement this
with & = {¢}. For the inductive step, consider p(x) of degree n + 1. If we could show
that there exists some ¢ such that

e pr)  g-oVI=a?y (0 ople)  @-a)VI—a?
(€972 R( ))T(q(x) T2 () )(cu(rc) T3 Pr(—) )(19)

for p,, ¢, some even or odd polynomials with degree one lower than p and ¢, then we would
be done. By assumption, the matrices on the left-hand side of Eq. (19) are unitary, so the
right-hand side matrix is also unitary. Thus, p; and g, satisfy all the properties of the
induction hypothesis, and there are phase factors {¢y, ..., ¢,} € R"™! giving the equality

ipo p(z) q(—2)V1 =22\
(6 R(x))T (q(x) /_1 — 2 ﬁ(—x) ) = QSP({¢0, R >¢n}> ZL’) (20)
p(x) g(—2)vV1—2a%\
(Q(.T) \V/ 1— Z‘2 ]_7(—33') ) - QSP({¢07 s 7¢n7 4;0}, .ZU) (21)

So it comes down to finding the right value of ¢ that could remove a degree from p and ¢
in Eq. (19). By properties (a) and (b), we can write

p(x) = appz™ + a2+ (22)
q(z) = bpa" 4+ ap_ox™ 2 4 - - - (23)
The condition (c) implies that |a,1| = |b,|. Now, let’s do the annoying matrix calculation

we were putting off. Since R(z) is its own inverse, (¢¥°= R(x))! = R(x)e 7= so
i, i plx) q(=z)v1—a?
R (i " (24

_ ( e ¥p(x) + (1 —a%)q(z)  (e¥p(—z)+e “ﬂxq( T)V1— ) (26)
(e7¥p(x) — e¥xq(x))V1 —2® —e¥ap(—x) + e (1 — 2?)g(—2)
So, we need the following polynomials to have lower degree:
pu(r) = e p(x) + (1 — 2%)q(x) (27)
qy(x) = e7¥p(x) — e¥q(z) (28)
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The “leading” coefficient of ™! for p, and z™ for ¢, are the same: e ¥a,,; — €¥b,. If we
choose ¢ such that €¥ = \/a,.1/b,, then this coefficient is 0, and so the degrees of p;
and g; are <n — 1 and <n — 2, as desired. O

The above characterization of when a polynomial is QSP-achievable is still quite
difficult to understand. With some more work, we can arrive at a clearer understanding
of QSP-achievability, if we give up the imaginary degree of freedom in our polynomials.

Theorem 2.6 (|[GSLW19, Theorem 5, Lemma 6]). Let pre(z) be a real-valued polynomial
with p of degree n. Then there exists p € Clz] such that p is QSP-achievable and
re = Re(p) if and only if

(a) pre is even or odd;

(b) |pre(z)| <1 forz € [-1,1].

bl

What’s happening here is that if we have a real polynomial where the “unit norm’
constraint is merely an inequality, then we can add imaginary components to make it an
equality, so that by Theorem 2.5 these supplemented polynomials are achievable. This is
the only part of the QSVT proof which I'll punt on: see [GSLW19] or [TT24, Appendix
A] for a proof, which involves manipulating roots of these polynomials.

From this, we can get our desired block-encodings, at least in this scalar case. For
some even or odd p(z) € R[z], by Theorem 2.6, we can find a phase sequence ¢ such
that QSP(®, z) has p(x) 4 ipm () in the top-left corner for some pr,(z) € Rlz]. Then
QSP(—®, x) has p(z) — ipym(x) in its top-left corner. So, using LCU, we can average these
two to get a block-encoding of p(z). This gives a proof of Theorem 2.1 in the scalar case.

2.2 Lifting with the CS decomposition

To generalize to higher dimensions, we need a new version of QSP (Definition 2.2). In
this discussion, we follow the exposition of [TT24].

Definition 2.7 ([GSLW19, Definition 15]). The phased alternating sequence associated
with a block-encoding U (following notation of Definition 1.1) and ® = {¢; }o<j<, € R"™
is

. {eiqbn(QHLI) [J ei¢n-1(2IR—1) HE Utel®2in1ClL=D)7eid2; GlR=1)  if p i3 odd, and
(b =

n—2
idn (2R —1) H]:TO Utei¢2i+1CIL=1)[]gid2;(2IIR=1I)  if 1y {5 even.

Remark 2.8. The phased alternating sequence U can be seen as a generalization of the
quantum signal processing circuit QSP(®,z). Whend =2 and r =c =1, 21l — I =
2lIg — I = o, so thinking about R(z) as a block-encoding of z,

x V1—a?
i V0T

Theorem 2.9 (|[GSLW19, Theorem 17]). Let unitary U € C¥™*? be a Q-block encoding
of A. Suppose ® = {¢;}o<j<n € R™ is such that QSP(®,x) computes the degree-n
polynomial p(x) € Clz], as in Definition 2.2. Then, Us is a n(log(d) + Q)-block encoding
of POV (A).

QSP(®, ) = [R(x)]e where R(z) = (

14



This theorem implies Theorem 2.1: by Theorem 2.6, for any real polynomial p, there
is a polynomial ¢ which is QSP-achievable and whose real part is p. Our theorem shows
that g is achievable, and therefore its complex conjugate g is as well; therefore, % =pis
achievable. This does not inflate the cost of the block-encoding by more than a constant.

Now, we prove Theorem 2.9. We will see in the problem set that the rotations in Ug can
be done in O(log(d)) gates, and so the gate complexity of Us is indeed O(n(log(d) + Q)).
All that remains is to show that it is indeed a block-encoding of p(3V)(A).

We begin our proof by introducing the CS decomposition (CSD), a decomposition of a
partitioned unitary matrix, following Paige and Wei [PW94]|. The main idea of the CSD
is that when a unitary matrix U is split into two-by-two blocks U;; for i, 5 € {1,2}, one
can produce “simultaneous singular value decompositions (SVDs)” of the blocks, of the

form Uij = V;DZ]I/VJTF)

Theorem 2.10 (The cosine-sine decomposition [TT24, Theorem 1]). Let U € C¥*4 pe a
unitary matriz, partitioned into blocks of size {ry,re} x {c1,c2}:

U= (UH Ul?)’ where Uy; € C"*9 for i, j € {1,2}.
Usr Uz

Then, there exists unitary V; € C"*" and W; € C%*% fori,j € {1,2} such that

(Un Uu):(vl >(D11 D12) (W1 )*
U21 U22 ‘/2 D21 D22 W2 ’

where blanks represent zero matrices and D;; € R"*% are diagonal matrices, possibly
padded with zero rows or columns. Specifically, we can write

0 I
C S
L D11 D12 . I 0
D= <D21 D22> = |7 0 (29)
S -
0 -1

where I, C, and S blocks are square diagonal matrices where C' and S have entries in
(0,1) on the diagonal, and 0 blocks may be rectangular.” Because D is unitary, we also
have C? + S* = 1.

Remark 2.11. The form of D naturally induces decompositions C? = X, @ X @ X, and
C*=Y,®Ye @Y, into direct sums of three spaces. Hence, D : C* — C¢ can be seen as a
map D : Xgd Xcd X1 = Yo ® Yo @ Y1, such that D is a direct sum of three linear maps.

0 I
C S
I Of_ (0 Ng(c S\g(l 0
I 0 - \7 0 S —-C 0o —1)/°
S 0 ¢ I Xo—Yo Xc—=Yc X1—=Y1

6In fact, there is some sense in which the SVD and the CSD are special cases of the same object, a
generalized Cartan decomposition. We recommend the survey by Edelman and Jeong for readers curious
about this connection [EJ23].

"Blocks may be non-existent. The I blocks may not necessarily be the same size, but C and S are the
same size.
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The key resulting intuition for QSVT is that, supposing everything is square, these blocks
can be further decomposed into 2 x 2 blocks of the reflection matrix from quantum signal

processing,
Ai V1—=X2
V1=X2 -\ ’

where {\;} are the singular values of Uy;.

2.3 Proving QSVT

We now apply the machinery of the two previous sections to prove Theorem 2.1. We

begin with some helpful notation in this special case, following the partitioning given by
Theorem 2.10.

Definition 2.12 (Variant of [GSLW19, Definition 12]). Let U € C%? be a Q-block
encoding of A € C"™*¢ where By, ; and Bg,; are the first » and ¢ columns of the identity,
respectively, as in Definition 1.1. By Theorem 2.10, there is a CS decomposition compatible
with the partitioning of U:

- ) ) B )
U21 U22 ‘/2 D21 -D22 W2 '

J/ J/

14 D wt
In Definition 2.12, we applied Theorem 2.10 to obtain an SVD of A = V;D;W; that
we have extended to the d-dimensional U. Recall also that we defined 11, and IIy to be
the identity but with all but the first » and ¢ 1’s set to 0, respectively.
Our proof of Theorem 2.9 falls out of this decomposition: with it, we can reduce to a
diagonal case, which mirrors QSP in the desired way.

Proof of Theorem 2.9. We recall the definition of Ug:

- {€i¢n(2HL1)Uei¢n_1(2HRI) H]"j; Utel®2in1ClL=D)7eid2; GlR=1)  if p i3 odd, and
@ =

n—2
elonCIr=DTT 2 UTeio2i GML=D [Tid2; Cr=1) if p is even.

We observe that this SVD commutes appropriately with exponentiated reflections respect-
ing the partition.

e¢(IL=1I) _ el . PR —T) _ el .
6*@] ? 671¢>I )

with appropriate block sizes, and

T Vi (W err
e ] Vo) % e )
W1 €i¢j o €i¢] W1
Wa e 1) — e o Wy )~

So, we continue:
‘/ei¢”l(2HL_1)Dei‘i’"*l(mR_I)(H;E}3 Dfei92501CIL=1) Deid2; CIR=IV 7t if n is odd, and
B T (e19n (2Mr=1) H;fjg Dieid21@lIL=D Deidz; =D/t if  is even.

B {VDq)WT if n is odd, and

e (30)
W DeWT if n is even.
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This reduces the problem to computing Dg. Recall from (29) that the structure of D is

0 1
C S

Dy | Do\ I 0 (0 I\ o (C S\g(l O
Dy | D) ~ | T 0 BAVAR( S —C 0 —1)

Similarly, where the blocks below denote the same direct sum decomposition above, for
¢ €R,

) 1¢I :,/iq’)[ —'ti(‘"[ :{io]
ign-n _ (¢4 ) _ (€ y ¢ y ¢ 3
€ ( e“¢[> < 631(’)I> @ ( (31(’)[> b ( ff“”])’
. id)] 2io] 2i(;“)[ j/i(j)]
ipry—1) _ (€ . _ (€ ¢ ‘ -
‘ ( el¢1> < awz> @ ( awz> @ ( 9] )"

Leveraging this direct sum decomposition of D, we can reduce our calculation to computing
the alternating sequence for each block, yielding

Do (01 @C S @1 0
‘1’_10@ S -CJ, 0 -1),

. (SV) . (I -
! ) @ pee) &) (p( ) ) if n is odd, and

- [)((‘))[ ) & (P(SV?(C) ) ® <p(%)[ ) if n is even.

This last equality is a crucial but elementary calculation. The full derivation is given
in [TT24], but the main point is that these cases are simple enough that they can be
computed directly. The intuition behind why we get the ‘expected’ answers is that, by
assumption and (8),

1 ) )0 )

JEM]

So, supposing we could evaluate the polynomial at a matrix x <— C, we get that, using

that vVI —C? =85,
) H eI 0 c S\ _ (pC) -\,
0o eiir)\s —c)=\ . )

JE€M]

This should hold because block matrix multiplication operates by the same rules as scalar
matrix multiplication, but requires care to handle the non-square case.

17



Returning to our calculation, for n odd, recalling (30) and p(0) = 0, we have

I Upllg = IV Dae W TR

0 ) ()

0
A (e wi
- p(1)I _(pSV(A4) |0
— = 5 o)
Similarly, for n even, we have
MrUsIg = HgW DeW Iy
(" )ee(™)
p(0)I
W pSV(C) wi
_ p(1)1 _(PBV(A4) |0
B B 0 |0

We get what we want.
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Problem Set 2: The QSVT

Problem 2.1 (When will my reflection show who I am inside?). QSVT achieves poly-
nomials by interspersing phase operators with signal rotation operators. However, these
rotation operators may look different in the literature. Consider two potential operators,
W (z), R(x), with the following matrix forms:

Where W is the rotation operator while R is the reflection operator. We can define two
different kinds of QSP, QSP, (P, z) and QSP (P, z) for these two different operators.
For example,

(31)

QSP,,(®, ) (Helwzw ) ¢t

Suppose we have some series of phases ® = (¢, ..., ¢,) such that QSPy, (P, x) forms
a desired polynomial p(z). Can we find a ¢’ such that QSP (', z) performs the same
polynomial? If so, find a formula for &’ in terms of ®; if not, prove why.

Problem 2.2 (Perfectly balanced, as all things should be). The Chebyshev polynomials
of the first and second kind are functions such that, for all z € C,

T
Un

(z+271)
(z+271)

%(z )
(2" =27 (2 = 27

N= N

Prove that T}, and U,, are polynomials. Then, prove that
T,(2)* + (1 — 2*)U,_(2)* = 1. (32)
Just a little more and we have a proof that these can be used in QSP/QSVT!

Problem 2.3 (They're the same picture!). Return to [BCCKS17, Lemma 3.6]. What are
the angles of the phase operators? What are the polynomials that are being computed
with these phase operators? (A recursive definition is fine.)

Problem 2.4 (Block-encodings for any matrix). Given a matrix A € C%¢ such that
|A]| < 1, show there exists a unitary U € C??*2¢ such that U is a block-encoding of A:

o=(*)

Prove that 2d is tight, i.e., there is some matrix A such that any unitary with A as a
submatrix must be size at least 2d x 2d. Note: this is true for non-square A as well, but
the argument might get more annoying.

Problem 2.5 (It’s just a phase). In our QSVT algorithm, we needed to apply gates of
the form €11 where IT = (]0)** (0]®*) ® I. How do you implement these?
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3 Approximating many things by polynomials

In the previous lecture, we showed that we can get block-encodings of pSV)(A) from
block-encodings of A, provided that p(z) is a degree-n, even or odd polynomial such
that |p(z)| <1 for z € [—1,1]. Roughly, this turned a @-block encoding to a n@-block
encoding

For applications of interest, the main goal is actually to apply a non-polynomial
function; to capture these applications, we need tools for approximating the relevant
functions with bounded polynomials. In this lecture, we introduce Chebyshev polynomials,
our main tool for constructing such approximations. We will see that the class of low-degree
bounded polynomials is expressive enough for many applications.

More philosophically, it’s important to build intuition on when we can expect to
approximate functions by polynomials, as polynomial approximation is a ubiquitous tool
in quantum algorithms (and classical algorithms too).

3.1 Chebyshev polynomials and properties

Chebyshev polynomials are everywhere in applied math; we’ll cover a small amount of
the theory here.

Definition 3.1 (Chebyshev polynomial). The degree-n Chebyshev polynomial (of the
first kind), denoted T,,(x), is the function that satisfies, for all z € C,

T.(3(z+27") =2(z"+27"). (33)
We can see this is a polynomial by verifying that 7}, satisfies the recurrence
T,=2x-T, 1 — Tn—27

with To = 1 and T} = x. Plugging in z = exp(if) for 0 € [—7, 7|, we get another familiar
definition of the Chebyshev polynomials,
T, (cos(6)) = cos(kb).

From these definitions we have that (|7, (x)||(-1,1) == max,e[—1,1|T% ()| < 1, and that T,
has the same parity as n, i.e. T,,(—x) = (—1)"T,,(z).

Under mild “niceness” conditions, any function can be written as a series of Chebyshev
polynomials f(z) =, ., arTk(z).

Lemma 3.2 (|Trel9, Theorem 3.1]). Let f : [-1,1] — R be Lipschitz (i.e. |f(x) — f(y)| <
Clz —y| for finite C'). Then f has a unique decomposition into Chebyshev polynomials

f(x) =) aTi(x),

where the Chebyshev coefficients a; absolutely converge.

This is true for the same reason functions have Fourier series. In fact, the theory of
Chebyshev polynomials is a parallel theory. For z = €, define g(z) = f(5(z + 271)).
Then ¢(z) is a function on the unit circle with a Laurent series.

o)=Y aka(%(z b= ),

k
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For 6 € [—m, ], define h(0) = g(e?) = f(3(¢??+e7)). Then h(f) is a 2m-periodic function
with a Fourier series.

1 a
h(@) _ Zaka(§(6 + 6—10 Z Ek 1k9 —1k9)'
k k

Roughly the same kinds of statements can be made in these three different settings (see
the appendices of [Trel9]); the Chebyshev version of the theory is most useful to us
because our algorithmic techniques work best for polynomials.

If you are familiar with Fourier analysis, you might now expect the Chebyshev
polynomials to obey some kind of orthogonality property. This is indeed the case, with
the appropriate choice of inner product.

Lemma 3.3 (Orthogonality property). {T}}r are orthogonal under a particular choice of
inner product.

2 Tk( Tu@)Ta), 1 k=t
V1—22 0 otherwise

Proof. Substituting z = cos(f) and dx = —sin(f)df = —v/1 — 22d#,

1 Tk ($)Tg(9§)

Vi dx:/ —T}(cos(0))Ty(cos(6))dz

i z k=t
= / — cos(kB) cos(£0)dz = | 2 '
0 0 otherwise
(When k = ¢ = 0, we have 7 instead.) O

From the orthogonality property, we can think about the Chebyshev series f(z) =
> >0 @kTk(x) as writing f as a vector in an orthogonal basis of functions, with aj as the
entries. Here, we can immediately deduce properties of these entries.

Lemma 3.4 (Chebyshev coefficients, [Trel9, Theorem 3.1]). For f(x) with a Chebyshev
series f(x) = D 150 axTi(), the Chebyshev coefficients can be computed with the integral

A 2

For k = 0 the same formula holds with the factor 2/7 changed to 1/7.

Lemma 3.5 (Chebyshev coefficients are bounded). If || f(z)||~11 < 1, then

-3 S

_/1 Hf”[fl,l 1Tl -1y dz
T™J_1 V1-— x?
1

2/ d
- ——dx
s 71\/1—332

<2
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It should make us happy that Chebyshev coefficients are bounded, since other kinds of
coefficients can behave much worse. For example, Chebyshev polynomials are bounded,
|7 (2)|l=1,1] = 1, but if we write it out as a linear combination of monomials z*, the
coefficient for 2™ is 2" 1. That reasonable functions can have exponentially large coefficients
in the monomial basis is a common stumbling block for the working algorithmist. The
solution is often to work in a nicer basis, like Chebyshev polynomials.

3.2 Approximating functions from Chebyshev series

If we know that a function has a convergent Chebyshev series, we can approximate it by
a low-degree polynomial by truncating the series.

Definition 3.6 (Chebyshev truncation). For a function f : [—1,1] — C written as a
Chebyshev series f(z) =Y ;- axT)(z), we denote the degree-n Chebyshev truncation of

f as
fn({B) = Z aka({lf)

If the function f one wishes to approximate is standard, closed forms of the Chebyshev
coefficients may be known, so one can take a Chebyshev truncation and explicitly bound
the error:

17 = Fllen = | 3 adi@| < S ladZe@lien = 3 fad
’ k=n-+1

k=n+1 k=n+1

In other words, by choosing n such that the coefficient tail sum is bounded by ¢, we obtain
an e-uniform approximation on [—1,1]. If we had these Chebyshev coefficients explicitly,
we could bound them directly to get a polynomial approximation. However, we may not
know explicitly what the Chebyshev coefficients of our desired function is, so we can’t
easily bound them. The following shows that the Chebyshev coefficient tail is exponential,
provided that the function is analytic around [—1, 1].

Theorem 3.7 (|Trel9, Theorems 8.1 and 8.2|). Let f be an analytic function in [—1,1] and
analytically continuable to the interior of the Bernstein ellipse E, = {%(2 +27Y) 1 |z| = p},
where it satisfies |f(x)| < M. Then its Chebyshev coefficients satisfy |ag] < M and
lar] < 2Mp~* for k > 1.

Corollary 3.8. Consequently, for each n > 0, its Chebyshev truncations satisfy

_ 2Mp™"
||f_fn”[—1,1} S Z |6Lk| S 2M Z P k — —3 ,
k>n+1 k>n+1 P
and choosing n = (_logl(p)- log —(pQ_]‘f)a}, we have ||f — fall-11 < e.

Proof. Recall from (34) (and since inverting z does not change the contour integral) that
for k > 1,

1
ay = — A2+ 27)dz
L J|z1=1
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The boundary of E, is given by %(z + 271 for |z| = p, and f is analytic in E,, so we may
choose a different contour without affecting the value of the integral:
1

ay = — VA (24 27)dz
T J)zl=p

The conclusion follows from the facts that the circumference of |z| = p is 27p and the
function is bounded by M. A similar argument gives the case k = 0, where (34) has 27i
in the denominator. ]

Fact 3.9. The Bernstein ellipse E, for p =1+ < 2 satisfies

52
interior(E,) C {x +iy |,y €R, |x] <1+ 5 and |y| < (5}.

Corollary 3.10 (Application to Hamiltonian simulation). Consider the function sin(tz).
Then for z = a + ib on the interior of the Bernstein ellipse E,,

|sin(tz)| < Lle" — e |

1
2
S(le™] -+ [eM)) < el

So, choosing p =1+ 1/t, we can apply the theorem with M = O(1). When t > 1, this
gives an e-good approximation for the Chebyshev truncation of degree

t
n = O(tlog g)

So, we can use that a function f(z) is analytic and bounded in a small ball around
[—1, 1] to conclude that the Chebyshev truncation is a good polynomial approximation.
Further, we can get degree bounds which scale with log %, corresponding to the coefficient
tail being exponential. This is a great bound for almost all purposes, but can be loose:
for example, the Chebyshev coefficients of sin(tx) actually decay super-exponentially,
and by being more careful it’s possible to show a scaling of log(1/¢)/loglog(1/e) (for ¢
constant) [TT24].

Remark 3.11 (Chebyshev approximation vs Taylor series approximation). You might be
wondering what the difference is between truncating a Chebyshev series and truncating a
Taylor series, perhaps a more commonly known tool for polynomial approximation. In
fact, one can make a statement similar to Theorem 3.7 about Taylor series truncations
(see |GSLW19, Corollary 66]), but it becomes difficult to apply in settings where one does
not know the Taylor series. Note that this does not always give the right polynomial
approximation; for example, truncating the Taylor series of e* gives a degree which is
quadratically worse than optimal [SV14].

Theorem 3.7 shows that if one can analytically continue f to a Bernstein ellipse with
1

p =1+ « for small o, then a degree ~ = polynomial obtains good approximation error

n [—1,1]. Unfortunately, since the approximation in Theorem 3.7 is based on Chebyshev
truncation, the approximation rapidly blows up outside the range [—1, 1] (i.e. growing
as O(|x|™) for x sufficiently outside [—1,1]). In interesting applications of the QSVT
framework, this is an obstacle. For example, to use QSVT for solving a system of linear
equations, we need a polynomial approximation to =% on [4, 1] that is bounded on [—1,1].
Upon linearly remapping [, 1] to [—1, 1], this corresponds to a bounded approximation on

[—b, 1] for some b > 1, so Chebyshev truncations give us a very poor degree of control.
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Chebyshev truncation is not enough for our purposes, since our criteria is different from
uniform approximation on [—1,1]. For quantum linear systems, we require a polynomial
approximation close to 1/x on [—1,—1/k|U[1/k, 1], but it merely needs to be bounded on
[—1/k,1/k]. This bounded requirement comes from the block-encoding machinery, which
requires boundedness to work.

As |[GSLW19] points out, there are generic ways to find approximations to piecewise
smooth functions which satisfy this sort of “c-close on smooth pieces, but bounded near
points of discontinuity” requirement, with log% scaling in the degree.

Theorem 3.12 ([TT24, Theorem 21|). Let f be an analytic function in [—1,1] and
analytically continuable to the interior of E, where p =1+ «, where it is bounded by M.
For § € (0, %min(l,oﬂ)) where C' is a sufficiently large constant, € € (0,1), and b > 1,
there is a polynomial q of degree O(%log &) such that

If —alli-1y < Me,
lall=+o)149 < M,
||QH[—b,—(1+6)}U[1+6,b] < Me.

Proof sketch.

1. Applying Theorem 3.7 gives f, of degree n =~ é approximating f in the interval

[—1,1], but f,, does not satisfy the other required conclusions due to its growth
outside [—1,1].

2. We multiply f,, by a “threshold” r based on the Gaussian error function erf, whose
tails decay much faster than the Chebyshev polynomials grow outside [—1, 1]. Our
function r has the property that inside [—1,1], it is close to 1, and outside [—(1 +
), 1+ 4], it is close to 0.

3. Using bounds on the growth of erf, we show r - f,, is bounded on a Bernstein ellipse
of radius 1 + % appropriately rescaled, and applying Theorem 3.7 once more gives
the conclusion.

O

We now apply this theorem to give a polynomial approximation of §/z which is close
in the region [, 1] and bounded on [—1,1]. If we use QSVT to apply this polynomial to
a block-encoding of a matrix, it will approximately invert it if its singular values are at
least ¢; this is a clean way to derive the HHL quantum algorithm for solving systems of
linear equations [HHLO09].

Corollary 3.13. Let §,e € (0,1), and let f(z) = |2|. There exist both even and odd
polynomials p(x) of degree O(% log é) such that ||pll-1,1) < 3 and ||p — fll) < €.

Proof. Assume ¢ is sufficiently small, else taking a smaller § only affects the bound by a
constant. We rescale the region of interest: z = 152y + 2 is in [6, 1] for y € [—1, 1], so let

gly) = 5(1;5y+ 1_;(;)_5
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We require a bound of g on E, for p = 1+ ,/6/4. Since f is largest closest to the origin, g

is largest at the point closest to —1%2 ie. —1(p+p~') > —(1+ 2) by Fact 3.9. Further,

o+ < g(~(1+7)
so(-Stusge)”
:(1_;6)—1§§‘
16 2

Let 6 = % for sufficiently large C, and b = 4. Theorem 3.12 yields ¢(y) satisfying:

la() = 9@l < & el -a15143 = 2 laW s —aidonsa < &

Shifting back y = 1276(37 — 1J”S) it is clear for sufficiently large C' that y = —ﬂ (which

corresponds to z = —6) has y < —(1 +4), and y = — 340 (which corresponds to r=-1)
has y > —4. So,
2 146
q(r— (- ) —fl@)||  <e
ot =50 -],
2 1496
ey sl T %
e, @
2 140
JEDAE

Depending on whether we wish the final function to be even or odd, we take

2 1+0 2 1+9

p(@) = a(y— 5(37 -— )+ 6](1—_5(—33 -5 )

Then the guarantees of (35) give ||p(x)— f(2)|s1) < 2¢ and [|p(z)||[-1,1) < 3, and we rescale
e to conclude. The final degree of the polynomial is the degree of ¢(y ) O( log %) O

3.3 Lower bounds on polynomial approximation

There are limitations to what kinds of functions can be approximated by low-degree
polynomials. The most common lower bounds to keep in mind are the Markov brothers’
and Bernstein inequalities:

Theorem 3.14 (Markov brothers’ inequality [Sch41, Theorem 1|). Let p(z) be a degree n
polynomial such that ||p(x)||i—1,1) < 1. Then

P (@)l < n? (36)

Theorem 3.15 (Bernstein’s inequality [Sch41, Theorem 2|). Let p(z) be a degree n
polynomial such that ||p(x)|[-1,1) < 1. Then, for x € (—1,1),

n

P’ (2)] < Vi (37)
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Remark 3.16. This means that a bounded polynomial has derivative O(n) near the center of
[—1,1], but can be O(n?) near the edge. This suggests that functions can be approximated
better when its worst-conditioned pieces are on the edges of [—1,1]. This is true: note
that the above argument shows that sufficiently good bounded polynomial approximations
to 0/x on [—1,—6] U [0, 1] must have degree Q(1/0).

However, suppose we have a block-encoding of I — A, where A is a Hermitian matrix.
That ||/ — A]| <1 implies that A is PSD, and suppose its eigenvalues are in [d, 1]. We can
then get an approximate block-encoding of A~! via a polynomial approximation of

for x € [-1+ 0, 1].

l1—=z

There is a O(1/v/6)-degree polynomial approximation of this,

oo/

T T S 6 VAT R
k=0

implying that we can invert a matrix quadratically faster if we get a block-encoding of
I — A rather than A [OD21].

You might think, this doesn’t make sense, since surely it’s possible to convert a block-
encoding of A to a block-encoding of I — A. But here, the scaling of the block-encoding
becomes very important: we need a block-encoding of I — A, not (I — A)/2, which is
what one gets from extensibility properties of block-encoding. It’s possible to amplify
this block-encoding to a block-encoding of (I — A)(1 — ¢) via uniform singular value
amplification |GSLW19, Theorem 30| (which is just QSVT with a different polynomial),
but doing this costs too much, making the subsequent quadratic improvement not worth it.
The brittle nature of this quadratic savings makes sense if we realize that a block-encoding
of I — A ‘proves’ that A is PSD, whereas we can construct a block-encoding of (I —A)/2 for
any A. Really, the quadratic savings comes from PSDness—it’s the same savings achieved
by conjugate gradient [TB97, Lecture 38|, indeed for similar reasons—so it shouldn’t be
possible to cheat and get this improvement for non-PSD A.
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Problem Set 3: Polynomial approximation

Problem 3.1 (Polynomial approximation of monomials). First, compute the Chebyshev
coefficients of the monomial m(™ (z) = z". (Doing this via Ty(3(z + z7')) = $(z" + 2™)
formulation may be easiest.) How small can k be such that the Chebyshev truncation

m,(cn) a good approximation of m(:

[m™ — |1y < €7

Problem 3.2 (Chebyshev interpolation [Trel9]). The Chebyshev interpolant of a function
f, denoted p,, is the unique degree-n polynomial such that p,(x;) = f(x;) for all
z; = cos(jm/n), j =0,1,...,n. Prove that®

1f (@) = pal@)ll-10 <2 _lacl-
>n
Hint: when is Tj(x;) = Ty(z;) for all points {x;}?

Problem 3.3 (Jackson theorems, [Trel9]). Let f : [—1,1] — R be absolutely continuous
and suppose f is of bounded variation, meaning that f_11|f’(x)|dm < V. Then show that
the Chebyshev coefficients of f satisfy

< —.
x| < 7k

Problem 3.4 (Optimal polynomial approximations; upper and lower bounds). Consider
a function f : [~1,1] — R with a Chebyshev expansion f(z) = >, -, axT)(z). Prove that

1 — 3 . o0
(530 @) < min 170 — @l < 3 la
k=n+1 digp:n k=n+1

For what kind of Chebyshev coefficient decay is this characterization tight up to constants?

Recall that our approximation results used that ||f(x) — fnu(@)[[[Z1,1] < > _p=,|ael. So, Chebyshev
interpolants p,, give the same results as Chebyshev truncations f,,, up to a constant factor. Interpolants
have the advantage of being computable in n + 1 function evaluations.
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4 Introducing quantum-inspired linear algebra

We have established a theory of quantum linear algebra based on the block-encoding: you
might have noticed that, with block-encodings, we can implicitly manipulate exponentially
large matrices in polynomial time. This raises a natural question: perhaps we can harness
Nature’s linear algebra processor to manipulate data exponentially faster than we can with
classical computers. The key work in this line is Harrow, Hassidim, and Lloyd’s quantum
algorithm for sampling from the solution to a sparse system of linear equations [HHL09].
QML has since rapidly developed into an active field of study with numerous proposals for
quantum speedups for machine learning tasks in domains ranging from recommendation
systems [KP17] to topological data analysis [LGZ16].

A key tool underlying many QML algorithms is the observation that certain kinds of
data structures could allow for efficient preparation of block encodings of arbitrary matrices,
assuming the ability to query these data structures in superposition (i.e. assuming that
the data is in QRAM). In particular, this allows for log(rc)-block encodings of A/||A||r.
Many QML algorithms relied on this data structure for exponential speedup, with the
belief that this additional assumption would not affect it. However, it was discovered
that classical algorithms given this data structure can achieve the same results up to
polynomial slowdown. These are known as “dequantized” algorithms. The existence of
a dequantized algorithm means that its quantum counterpart cannot give exponential
speedups on classical data, illuminating the landscape of QML speedups.

Sparsity-based QSVT QRAM-based QSVT

sparse linear

supervised
systems [HHL09] clustering [LMR13]
[Tang21]
data fitting
[WBL12] principal component
analysis [LMR14] support vector
[Tang21] machines [RML14]
[DBH22]

electromagnetic

scattering [CJS13] low-rank matrix

semidefinite decomposition
programming [RSML1 8]

[B[gtt\?vvgg]gl [CGLLTW20]

recommendation
systems [KP17]
[Tang19]

— better candidate for exponential quantum speedup —

Figure 4: Pictured is the landscape of quantum machine learning algorithms after
dequantization. Here, ‘better candidate for exponential quantum speedup’ refers to the
number of ‘caveats’ they successfully address, as described by Aaronson [Aarl5|. All
of these algorithms can be placed in the QSVT framework, and in this framework, the
algorithms that do not rely on sparsity assumptions can be dequantized, thereby showing
that they cannot produce exponential speedups.

Quantum singular value transformation captures essentially all known linear algebraic
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QML techniques [MRTC21], including all prior dequantized QML algorithms (up to
minor technical details), so it is our natural target for dequantizing. We cannot hope to
dequantize all of QSVT, because with sparse input data encoded appropriately, QSVT
can simulate algorithms for BQP-complete problems [JW06; HHL09]. However, we show
that we can dequantize the QSVT framework, provided that the input data comes in the
state preparation data structure commonly used for quantum linear algebra. Such data
structures only allow for efficient QML when the input is low-rank. Nevertheless, they
are the only way we know how to run quantum linear algebra on unstructured classical
data, so this setting covers all QML algorithms that do not rely on sparsity assumptions.
We present a classical analogue of the QSVT framework that is only polynomially slower
when the input is low rank, and apply it to dequantize QML algorithms.

4.1 A vignette: The swap test, and what’s in an access model

0y —H] (H—"1A

SWAP

Figure 5: The quantum circuit for the swap test, taken from [BCWWO01, Figure 1].

It seems counterintuitive that classical linear algebra algorithms can perform nearly as
well as quantum ones, even on classical data. In some sense, what dequantization shows
is that some quantum linear algebra algorithms do not fully exploit “quantumness,” since
they can be mimicked classically using sampling procedures. We'll investigate a simple
example of a quantum linear algebra algorithm: the swap test [BCWWO1].

Suppose we have two d-dimensional vectors ¢, € C¢, both with unit norm.” We wish
to compute their overlap |(¢|¢))|2. There is a quantum algorithm, the swap test (shown
in Fig. 5), to solve this: prepare the log(d)-qubit quantum states |¢) = S°% | ¢(i)|i) and
1) = S°%  b(4)]i), along with one additional qubit in the state H [0) = \/L§(|O> +|1)).
Then, apply a controlled SWAP between |¢) and |¢), with the additional qubit as the
control, and then measure this qubit in the Hadamard basis; the measurement produces 1
with probability 3 — 3[(#|1)|?, so we can use it to estimate the overlap. Averaging over
more runs of this circuit gives an estimate to 0.01 error with only O(log(d)) quantum
gates and a constant number of copies of the input states. Even approximating overlaps
using classical computers requires €2(d) time, since we need to read this many entries of
the input to distinguish the two cases ¢ = ¢;, ¥ = ¢; and ¢ = ¢;, ¥ = ¢;. So, we might
naively conclude that the swap test achieves an exponential quantum advantage in the
task of “computing overlaps”. This is not as farfetched a claim as it might appear: the
general version of this task, where we wish to estimate [(0|®"U|0)®"| for U € C*"**"
a unitary matrix encoded as a poly(n)-sized quantum circuit, indeed gives a quantum
advantage (since this task is BQP-hard). Further, this idea has been proposed before in
QML: a preprint of Lloyd, Mohseni, and Rebentrost claims to achieve an exponential

9A heads-up: for these final lectures, the ith index of a vectors is denoted v(i), which is a bit more
consistent with this literature. Similarly, entries of matrices are denoted A(i, 7).
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quantum advantage for clustering with the swap test, computing the distance of a vector
to a centroid by estimating the overlap of states like the above [LMR13].

However, the comparison between O(log(d)) and €2(d) hides the difference in input
models: the quantum algorithm requires copies of the states |¢) and |¢), and the classical
lower bound assumes that we are only given the input vectors as lists of entries. For
applications to machine learning, it’s reasonable to receive the data in the latter form,
since the data is classical (in that it comes from classical sources, as is the case for the
vast majority of data). For example, machine learning datasets are stored in this way.
This leads us to the question: given ¢ and 1 classically, how can we efficiently prepare
their corresponding quantum states? Though state preparation assumptions like these
are common in quantum linear algebra, they cannot be satisfied in general: the typical
way of satisfying them is to assume pre-processing to load the input into a certain kind
of data structure in quantum random access memory (QRAM) [GLMOS; Pral4; JR23|.
QRAM is a speculative piece of quantum hardware which supports storing n bits of data
and subsequently querying that data in superposition in (functionally) polylog(n) time,
similarly to how we consider classical RAM; for the sake of comparison, we assume the
existence of QRAM.'Y If we assume that input is given in this data structure (see Fig. 6)
for the sake of the quantum computer, then for a fair comparison, we should give our
classical computer this same data structure.

oIl
PP+ 0(2)P PB)P + ()P
<N <N
o(1)P (@) [o(3)P [o(4)P
! ! ! !
v(1) v(2) v(3) v(4)

Figure 6: Dynamic data structure used to perform efficient state preparation of a vector
v € C*. The values displayed are stored in QRAM, along with pointers to other values as
designated by the entries. Observe that, by starting from the root of the tree and recursing
appropriately, we can sample i € [4] with probability proportional to |v(:)|* using only
classical access to the data structure. A variety of data structures have similar properties,
but this one has the advantage of supporting updating entries in O(logn) accesses.

If A is in a state preparation data structure in QRAM (like the vector case, see Fig. 7),
we can implement a block-encoding of A/|A||r efficiently [GSLW19, Lemma 50].'* This
type of block-encoding is the one commonly used for quantum linear algebra algorithms on
classical data, since it works for arbitrary matrices and vectors, paying only a ||Al|r/||A|l
(the square root of what’s known in the classical algorithms literature as stable rank)
factor in sub-normalization.

100f course, neither forms of RAM could be “truly” polylog(n) time, since storing n bits of data requires
poly(n) space and therefore poly(n) time for the information to travel across that amount of space. The
goal would be to optimize QRAM as well as classical RAM, so that accesses can be treated as O(log(n))
time, the cost of simply writing down the pointer into the data.

|| Allr denotes Frobenius norm, (3>, ;|A(i, j)[*)*/2.

30



2 _ a2
el = A}

12 = A2 T Jaal? = 114G, 12
\44<111>\2+\A§ h)\QHA(L@\z \A<2,1>\2+\A<2¢4 h)\%m(z,w
\Au‘,l)\é/ \\AA<1.2>\2 W,w/ \\AA<1.4>\2\A<2.1>\2/ ><2,2>\2 \A(z.:mz/ >«<2,4>\2
4(1l 1) A(ll, 2) A(lL,:i) A(ll, 4) 4(2l 1) A(£2) 4(2l 3) 4(2l 4)

Figure 7: Dynamic data structure for a matrix A € C2**. We compose the data structure
for a, the vector of row norms, with the data structure for A’s rows.

If ¢ in this data structure, a classical computer can draw independent samples i € [n]
with probability proportional to |¢(i)]* with O(log(n)) accesses. Equipped with this
additional type of input access, we can estimate the overlap much faster via a Monte
Carlo method: pull one sample, s, from |¢), and then compute the estimator 1(s)/¢(s).
This estimator has expected value (¢[¢)) and variance 1, so by averaging over a constant
number of runs, we can estimate of the overlap to 0.01 error using O(logd) classical gates,
assuming that the entries of ¢ and 1 are specified with O(logd) bits. The swap test
achieves the same dependence on dimension as the dequantized swap test, so it does not
give an exponential speedup in this setting. (A more precise analysis would reveal that a
quadratic quantum speedup in error is possible, from O(1/e?) to O(1/¢).) This argument
against exponential quantum speedup remains valid provided we want to run the quantum
algorithm in a setting where we could also perform the quantum-inspired algorithm.

The general principle of the dequantized swap test extends to other QML algorithms.
In the typical RAM access model, we assume only that we can query entries efficiently. In
other words, we receive our input v € C" as Q(v) with q(v) = 1.

Definition 4.1 (Query access). For a vector v € C", we have Q(v), query access to v, if
for all ¢ € [n], we can query for v(7). Let q(v) denote the (time) cost of such a query.

For comparison to quantum algorithms, we assume a stronger input model, sampling
and query access, which supports the types of queries we need to perform the overlap
estimation algorithm.

Definition 4.2 (Sampling and query access to a vector). For a vector v € C", we have
SQ(v), sampling and query access to v, if we can:

1. query for entries of v as in Q(v);

2. obtain independent samples i € [n] from the distribution D,,, which is defined such
that the probability of sampling i is |v(z)[*/]|v]|?;

3. query for |Jv]|.
Let sq(v) denote the time cost of any query.

We will refer to samples from D, as importance samples from v, though one can view
them as measurements of the quantum state |v) = m > wv(i)|i) in the computational

basis.
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If we only have Q(v), then responding to queries from SQ(v) (or preparing the state
|v)) requires linear-time pre-processing. When quantum algorithms use |v), it’s sensible to
give classical algorithms access to SQ(v), since this is Q(v) with access to computational
basis measurements of |v). In fact, the usual methods for efficiently preparing |v) on
a quantum computer from v given classically'? all seem to incidentally give a classical
computer access to SQ(v). For example, if input is loaded in the QRAM data structure,
as commonly assumed in QML in order to satisfy state preparation assumptions [Pral4;
Cil+18], then we have log-time sampling and query access to it. So, a fast classical
algorithm for a problem in this classical model implies lack of quantum speedup for the
problem, at least in the usual settings explored in the QML literature.

As the inner product estimation protocol suggests, SQ(v) is a much more powerful
access model than Q(v). Classical algorithms can exploit the measurements of input
data possible with sampling and query access to speed up linear algebra to become
time-independent of the dimension. Specifically, sketching algorithms explore how to
use randomness to perform a dimensionality reduction and “sketch” a large matrix A
down to a constant-sized normalized submatrix of A which behaves similarly to the
full matrix [Wool4]. The computational basis measurements one can produce in the
quantum-inspired input model allow for the efficient estimation of matrix products through
Monte Carlo methods [DKMO06|, which can be applied iteratively to produce dequantized
algorithms that achieve surprisingly similar bounds to their quantum counterparts. We
explore this in our next example.

4.2 Extensibility properties

Quantum-inspired algorithms typically don’t give exact sampling and query access to
the output vector. Instead, we get a more general version of sampling and query access,
which assumes we can only access a sampling distribution that oversamples the correct
distribution.!?

We can show that oversampling and query access is approzimately closed under
arithmetic operations. These extensibility properties together imply that, given input
matrices and vectors in data structures in QRAM, we can get oversampling and query
access to low-degree polynomials of the input via extensibility properties; in the same
setting, QSVT gives block-encodings of low-degree polynomials of the input, through
similar properties. The classical algorithm’s runtime is only polynomially slower than the
corresponding quantum algorithm (except in the £ parameter). This dequantizes QSVT.

Definition 4.3 (Oversampling). For p, ¢ € RZ that are distributions, meaning >, p(i) =

> q(i) =1, we say that p ¢-oversamples q if, for all i € [n], p(i) > q(7)/¢.

The motivation for this definition is the following: if p ¢-oversamples ¢, then we can
convert a sample from p to a sample from ¢ with probability 1/¢ using rejection sampling:
sample an ¢ distributed as p, then accept the sample with probability ¢(7)/(¢p(i)) (which
is < 1 by definition).

12This assumption is important. When input data is quantum (say, it is coming directly from a
quantum system), a classical computer has little hope of performing linear algebra on it efficiently, see for
example [ACQ22; CHM21].

13Qversampling turns out to be the “natural” form of approximation in this setting; other forms of
error do not propagate through quantum-inspired algorithms well.
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Definition 4.4 (Oversampling and query access to a vector). We have ¢-oversampling
and query access to a vector v € C", SQ,(v), if:

1. we can query for entries of v, Q(v), and;

2. we have sampling and query access to an “entry-wise upper bound” vector 0, SQ(?),
where ||9]|? = ¢||v||? and |0(i)| > |v(7)| for all indices i € [n].

Let sq4(v) denote the time cost of any query.

The parameter ¢ is the classical analogue of the scaling parameter o for block-
encodings [GSLW19]. These appear in running times of algorithms because they correspond
to overhead in rejection sampling and post-selection, respectively.

Lemma 4.5 (Sampling from oversampling). Suppose we are given SQ,(v) and some
6 € (0,1]. Denote 5q(v) = ¢sq,(v) log%. We can sample from D, with probability
>1—¢in O(3q(v)) time. We can also estimate ||v|| to v multiplicative error for v € (0, 1]
with probability > 1 — & in O(25 8q(v)) time.

Proof. Consider the following rejection sampling algorithm to generate samples: sample

an index i from 0, and output it as the desired sample with probability r(i) = Izggiz

Otherwise, restart. We can perform this: we can compute 7(i) in O(sq,(v)) time and
r(i) < 1 since © bounds v.

The probability of accepting a sample in a round is Y, Dy (i)r(i) = ||[v]|?/||0]]* = ¢~
and, conditioned on a sample being accepted, the probability of it being i is |v(7)|*/]|v]|?,
so the output distribution is D, as desired. So, to get a sample with > 1 — § probability,
run rejection sampling for at most 2¢log% rounds.

To estimate ||v||?, notice that we know ||7]|?, so it suffices to estimate ||v||?/]|o]|* which
is ¢~!. The probability of accepting the rejection sampling routine is ¢!, so we run
3V‘2¢log§ rounds of it for estimating ¢~!. Let Z denote the fraction of them which end
in acceptance. Then, by a Chernoff bound we have

v2zp!
PrHZ—ob*l!zvc/)*]ﬂexp(— ny ) <3,

so Z||9]|? is a good multiplicative approximation to ||v||?> with probability >1—4§. O

Generally, compared to a quantum algorithm that can output (and measure) a desired
vector [v), our algorithms will output SQ,(u) such that ||u — v|| is small. So, Sq(u) is the
relevant complexity measure that we will analyze and bound: if we wish to mimic samples
from the output of the quantum algorithm we dequantize, we will pay a one-time cost to
run our quantum-inspired algorithm for “obtaining” SQ,(u), and then pay sq(u) cost per
additional measurement. As for error, bounds on |u — v|| imply that measurements from
u and v follow distributions that are close in total variation distance [Tanl9, Lemma 4.1].

Lemma 4.6 (Summing SQ-accessible vectors [Tan19, Proposition 4.3]). Given SQ, (v;) €

C" and Ny € C for all t € [1], we have SQu(D ", Mvy) for ¢ = T%ﬁ:ﬁ‘f and

sy (D Avy) = > sq(v) (after paying O(3;_, sq,, (v)) one-time pre-processing cost
to query for norms).
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Proof. We prove it for 7 = 2, and the general statement follows from induction. Denote
u = A\vy + Avy. To compute u(s) for some s € [n], we just need to query v;(s) and vy (s),
querying vy and vy each once. So, it suffices to get SQ(a) for an appropriate bound . We
choose

a(s) = V2y/ [Nt (s)]? + [Aa(s) 2,
so that |a(s)| > |u(s)| by Cauchy-Schwarz, and ||a||? = 2(|| A\ 101 ||*+|[X202?) = 2(F]| Arv1 ]|+
02| Aave]|?), giving the desired value of ¢.
We have SQ(@): we can compute ||@]|*> by querying for the norms ||7;]| and ||oy]|,
compute 4(s) by querying o;(s) and v(s). We can sample from @ by first sampling
t € {1,2} with probability ”/\WHL”'Q and then taking our sample to be j € [n] from

112+ A202]]2

0. The probability of sampling j € [n] is correct:

A1 ]2 [01(5)[? [ Ao 1? |92(5) |
[An]]2 4+ [[AeBa? |oa]2 [[Aa01]]? + [[A22|? [|52]|?
_ 0GP+ At ()P la(h) P
[A 012 + [[A202 |2 laf?

If we pre-process by querying all the norms ||7y|| in advance, we can sample from the
distribution over ¢’s in O(1) time, using an alias sampling data structure for the distribution

(see the problem set), and we can sample from 9; using our assumed access to it, SQ,, (v¢).
]
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Problem Set 4: Dequantizing QSVT

Before you begin, recall the definitions of sampling and query access for vectors and ma-
trices (SQ(v), SQ(A)) and oversampling and query access (SQ,(v), SQ4(A)) [CGLLTW22,
Definition 3.2]. Below, time complexities are in the word RAM model: basically, assume
that reading input numbers, and performing operations on those numbers, cost O(1).

Problem 4.1 (Errare humanum est...). Suppose we have SQ, (u),SQy, (v) for vectors
u,v. Show that we have SQ4(A) for A = wv' and ¢ = ¢,¢, with cost squ(A) =

sqg, (u) +sqy, (v).

Problem 4.2 (...sed perseverare (non?) diabolicum.). Suppose we are given a matrix
A € C™™ with at most s non-zero entries per row, and suppose all entries are bounded
by ¢. We are given this matrix as a list of non-zero entries (i, j, A(7,5)). Show how to
perform SQ,4(A) queries for ¢ = cQﬁ with sq,(A) = s."* This means that we can run
“dequantized” algorithms on sparse matrices with condition number x; why doesn’t this
imply that QSVT admits no exponential speedup for sparse matrices?

Problem 4.3 (The alias method [Vos91]). Let p = (p1, ..., pm) be a set of probabilities,
sop; > 0and > p; = 1. Suppose also that all of the p;’s are described in binary with O(1)
bits.

1. Suppose we are given a uniformly random number x € [0, 1] as a stream of random
bits. Show how to sample ¢ € [m] such that Pr[sample ¢] = p, in O(m) operations.

2. Suppose we are given p = (p1,...,Pn) in the following form: we get a list of m
probability distributions di, ..., d,, such that %(dl + -+ +dpn) =p and every d; is
supported on at most two outcomes. Show that we can sample i € [m| according to
pin O(1) time.

3. Prove that we can convert any distribution p into the form described above. Prove
that we can do this in O(m) time."

14Hint: We immediately have query access to A. What’s a good upper bound that’s easy to sample
from?

15This implies that, if we get time to pre-process, we can get a data structure such that we can respond
to SQ(v) queries in O(1) time (in the word RAM access model).
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5 Quantum-inspired algorithms: sketching and beyond

Recall our definition of oversampling and query access.

Definition 4.4 (Oversampling and query access to a vector). We have ¢-oversampling
and query access to a vector v € C*, SQy(v), if:

1. we can query for entries of v, Q(v), and;

2. we have sampling and query access to an “entry-wise upper bound” vector 0, SQ(?),
where ||9]|? = ¢||v||* and [0(7)| > |v(4)| for all indices ¢ € [n].

Let sq4(v) denote the time cost of any query.

Intuitively speaking, estimators that use D, can also use Dj via rejection sampling
at the expense of a factor ¢ increase in the number of utilized samples. From this
observation we can prove that oversampling access implies an approximate version of the
usual sampling access:

Lemma 4.5 (Sampling from oversampling). Suppose we are given SQ4(v) and some
6 € (0,1]. Denote 5q(v) == ¢sq,(v)logs. We can sample from D, with probability
> 1—0 11 O(5q(v)) time. We can also estimate ||v|| to v multiplicative error for v € (0, 1]
with probability > 1 — & in O35 8q(v)) time.

Lemma 4.6 (Summing SQ-accessible vectors [Tan19, Proposition 4.3]). Given SQ,,(v;) €

C" and Ny € C for all t € [1], we have SQu(D ;4 Mvy) for ¢ = T%ﬁ:ﬁ‘f and

sy (D Awr) = >y sq(v) (after paying O(3;_, sq,, (v;)) one-time pre-processing cost
to query for norms).

5.1 Another vignette: Tools for the matrix-vector product

Assuming A and b are in appropriate data structures in QRAM, we can implement a block-

encoding of A/||A||r and prepare copies of |b) efficiently, so we can quantumly produce a

sample from Ab in O( H’Lﬁﬁlﬂlzw) time. We can dequantize this algorithm! Classically, under

identical assumptions, we can produce a sample from a v such that ||[v — Ab|| < ¢||Ab|| in
O( ‘tik‘é'})’fﬂf) time, only polynomially slower than quantum.

We note here that a dependence on error € appears here where it does not in the
quantum setting. However, this is not a realizable quantum speedup (except possibly
for sampling tasks) since the output is a quantum state: estimating some statistic of
the quantum state requires incurring a polynomial dependence on €. For example, if the
goal is to estimate |(v|Ab)|?, where v is a given vector, then this can be done with 1/&?
invocations of a swap test (or 1/¢ if one uses amplitude amplification). More generally,
distinguishing a state from one e-far in trace distance requires Q(1/¢) additional overhead,
even when given an oracle efficiently preparing that state, so estimating quantities to this
sensitivity requires polynomial dependence on e.

To see this, we first consider a simple case: where b is a constant-sized vector, so
n = O(1). Then we simply wish to sample from a linear combination of columns of A,
since Ab =7 | b(t)A(-,t). If A is in the QRAM data structure (i.e. storing A" in Fig. 7),
then this means its columns are in the vector QRAM data structures (Fig. 6), so classically
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we have sampling and query access to the columns of A, SQ(A(-,t)) for all ¢t € [n]. This
implies we have sampling and query access to Ab, up to some overhead.

Given access to a constant number of vectors SQ(A(-,1)),...,SQ(A(-,n)), we have
2 n 2 2
access to linear combinations SQ4(Ab) with ¢ = ni= 1|b|(|';)‘|b”\\214( )l < Hﬂg‘“ﬁ“ and

sq,(Ab) = O(n) (Lemma 4.6; the inequality follows from Cauchy-Schwarz). Finally,
from SQ,(Ab) we can perform approximate versions of all the queries of SQ(Ab) with
a factor ¢ of overhead (Lemma 4.5). This is possible with rejection sampling: given
SQ,(v), pull a sample i from o; accept it with probability |v(:)|*/|2(7)?, and restart
otherwise; the output will be a sample from v. In particular, we can sample from Ab in

¢on = O(n? ”ﬁ'ifb""g” ) time in expectation, which is good when n = O(1).

Now, consider when n is too large to iterate over in our linear combination of vectors. In
this setting, we can use the approximate matriz product property of importance sampling
to reduce the number of vectors under consideration Consider pulling a sample s € [n]

where we sample ¢ with probability p(i). Then - b( JA(-, s), a rescaled random column
of A, has expectation ). b(1)A(-,7) = Ab. If the samphng distribution is chosen to be

p(i) = "l’l(;‘)‘f, an importance sample from SQ(b), then a variance computation shows

| All%

2| All?

with probability > 0.9 (Lemma 5.6). This average, which we denote v, is now a linear

combination of only 7 columns of A, each of which we have sampling and query access. So,
||A||%Hb||2)

and

[[o][?

that the average of 7 = O( ) copies of this random vector is ¢||A]|||b]|-close to Ab

we can use the closure properties mentioned before to get SQ,(v) for ¢ = O(

4 2
sq,(v) = O(7), and a sample from v in ¢7 = O(%) time in expectation. Rescaling

¢ by a factor of % gives the result stated above.

5.2 Oversampling and query access to matrices

Now, we formalize the above discussion. We begin by defining (over)sampling and query
access to a matrix, and showing some basic properties.

Definition 5.1 (Oversampling and query access to a matrix). For a matrix A € C"*",
we have SQ(A) if we have SQ(A(7,-)) for all ¢ € [m] and SQ(a) for a € R™ the vector of
row norms (a(i):=||A(i,-)||).

We have SQ,(A) if we have Q(A) and SQ(A) for A € C™*" satistying || A||2 = ¢|| Al|%
and |A(i, §)|? > |A(3, §)|? for all (i,75) € [m] x [n].

Let sq4(A) denote the cost of every query. We omit subscripts if ¢ = 1.

Lemma 5.2 (Taking outer products of SQ-accessible vectors). Given vectors SQ,, (u) €
C™ and SQ,, (v) € C", we have SQ4(A) for their outer product A = wl with ¢ = ©up,
and sq,(A) = sq,, (u) +sq,, (v).

Proof. We can query an entry A(7, j) = u(i)v( 4)T by querying once from u and v. Our
choice of upper bound is A = @ Clearly, this is an upper bound on wvt and ||A||2 =
12]|2]|5]]? = @ugs||Al|2. We have SQ(A) in the following manner: A(i,-) = a(i)ot, so we
have SQ(A(7, -)) from SQ(%) after querying for @(i), and @ = ||9||*@, so we have SQ(a)
from SQ(u) after querying for ||7]|. O

Using the same ideas as in Lemma 4.6, we can extend sampling and query access of
input matrices to linear combinations of those matrices.
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Lemma 5.3 (Summing SQ-accessible matrices). Given SQ,u(A®) € C™" and \, € C

for all t € [7], we have SQu4(A) € C™ for A =377 | M AW with ¢ = TZZ—:1<P|(|Z||||/2\15A<OH%
F

and squ(A) = Y71 89,0 (AD) (after paying O, squm (AD)) one-time pre-processing
cost).

5.3 Sketching to estimate matrix products

We now introduce the workhorse of our algorithms: the matrix sketch. Using sampling
and query access, we can generate these sketches efficiently, and these allow us to reduce
the dimensionality of a problem, up to some approximation. Most of the results presented
in this section are known in the classical sketching literature.

Definition 5.4. For a distribution p € R™, we say that a matrix S € R**™ is sampled
according to p if each row of S is independently chosen to be e;/+/s - p(i) with probability
p(i), where e; is the vector that is one in the ith position and zero elsewhere.

We call S an importance sampling sketch for A € C™*™ if it is sampled according
to A’s row norms a, and we call S a ¢-oversampled importance sampling sketch if it is
sampled according to the bounding row norms from SQ,(A), @ (or, more generally, from
a ¢-oversampled importance sampling distribution of a).

One should think of S as a description of how to sketch A down to SA. In the standard
algorithm setting, computing an importance sampling sketch requires reading all of A,
since we need to sample from D,. If we have SQ,(A), though, we can efficiently create a
¢-oversampling sketch S in O(ssqy(A)) time: for each row of S, we pull a sample from a,

and then compute (/a(i). After finding this sketch S, we have an implicit description of
SA: it is a normalized multiset of rows of A, so we can describe it with the row indices
and corresponding normalization, (i1, ¢1), ..., (is, Cs)-

Further, we can chain sketches using the lemma below, which shows that from SQ,(A),
we have SQy,((SA)T), under a mild assumption on the size of the sketch S. This can be
used to find a sketch T of (SA)T. The resulting expression SAT is small enough that we
can compute functions of it in time independent of dimension, and so will be key for us.
When we discuss sketching A down to SAT, we are referring to the below lemma for the
method of sampling T'.

Lemma 5.5. Consider SQ,(A) € C™*" and S € R™™ sampled according to a, described
as pairs (iy,c1), ..., (ir,c). Ifr > 2p%In %, then with probability > 1—6, we have SQ,4(SA)
and SQ¢((SA)T) for some ¢ satisfying ¢ < 2¢. If p =1, then for all r, we have SQ(SA)
and SQ((SA)T).

The runtimes for SQ4(SA) are sq(SA) = sq(A). The runtimes for SQ,((SA)!) are
sq((SA)T) = rsq(A).

Proof. We will only prove this for ¢ = 1. We have SQ(SA). Because the rows of SA
are rescaled rows of A, we have SQ access to them from SQ access to A. Because
|SA|Z = ||A||Z and ||[SA](Z, )||> = ||Al|3/r, we have SQ access to the vector of row norms
of SA (pulling samples simply by pulling samples from the uniform distribution).

We have SQ((SA)T). (This proof is similar to one from [FKV04].) Since the rows of
(SA)T are length r, we can respond to SQ queries to them by reading all entries of the
row and performing some linear-time computation. ||(SA)'||Z = ||A]|Z, so we can respond
to a norm query by querying the norm of A. Finally, we can sample according to the row
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norms of (SA)! by first querying an index i € [r] uniformly at random, then outputting
the index j € [n| sampled from [SA|(4, -) (which we can sample from because it is a row of
A). The distribution of the samples output by this procedure is correct: the probability
of outputting j is

ISAEHE  NISAC )2
Z|| 1. ) ||2 Z ISAE ~ [SAR -

We will show below that SA can be used in place of A in matrix products. We begin
with a fundamental observation: given sampling and query access to a matrix A, we can
approximate the matrix product A'B by a sum of rank-one outer products. We formalize
this with two variance bounds, which we can use together with Chebyshev’s inequality.

Lemma 5.6 (Asymmetric matrix multiplication to Frobenius norm error, [DKMOG,
Lemma 4]). Consider X € C™*")Y € C"™*?, and take S € R™™ to be sampled according
to p € R™ a ¢p-oversampled importance sampling distribution from X orY . Then,

¢
B[IXTSTSY — XTY|E] < | XY [

ond B[ S SXIGIPISYIG ] < ZIXIRIVIE

Proof. To show the first equation, we use that E[|| XTSTSY — XTY||2] is a sum of variances,
one for each entry (4, j), since E[XTSTSY — XY] is zero in every entry. Furthermore, for
every entry (i, 7), the matrix expression is the sum of r independent, mean-zero terms,
one for each row of S:

T

XSSV — XV](0,5) = 3= (1SX)(5,)/[SY](5.) — +[X'¥](0.))-

s=1

So, we can use standard properties of variances to conclude that

B[ XTSTsY — XTY|[E] = r - B[[[[SX](1,)[SY](1, -) - XY

< v E[ISX1(1 ) ISYI(L 2] —rz ) IX G ij")”%
z”X MAEIE < 2 v

The second other inequality follows by the same computation:
¢
{Z IISXTGDIPISYIE I | = 7 BIESXI)IPISYIE P < S IXIRIY . O

The above result shows that, given SQ(X), X'Y can be approximated by a sketch
with constant failure probability. If we have SQ(X) and SQ(Y'), we can make the failure
probability exponentially small.'®

6There are also versions of this statement for operator norm [BT24, Theorem 5.5].
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Lemma 5.7 (Approximating matrix multiplication to Frobenius norm error; corollary
of [DKMO06, Theorem 1|). Consider X € C™"™ Y € C™P, and take S € R™™ to be
sampled according to q = %, where q1,q2 € R™ are ¢, po-oversampled importance
sampling distributions from x,y, the vector of row norms for X, Y, respectively. Then S

s a 2¢1, 2¢o-oversampled importance sampling sketch of X,Y , respectively. Further,

log 2
Pr [Hsz*sy — XYl <4/ MHXHFHYHF} >1-4.

Remark 5.8 (Taking products of SQ-accessible matrices). Lemma 5.7 implies that, given
SQg, (X) and SQ,(Y), we can get SQ,(M) for M a sufficiently good approximation

to XY, with ¢ < ¢1¢2%. This is an approximate extensibility property for
oversampling and query access “under matrix products.

Given the above types of accesses, we can compute the sketch S necessary for Lemma 5.7
by taking p = Dz and ¢ = Dj), thereby finding a desired M := XTSTSY. We can compute
entries of M with only r queries each to X and Y, so all we need is to get SQ(M) for M
the appropriate bound. We choose |M (i, 5)|? = r > ,_, [[SX](¢,4) [SY](¢, j)|?; showing
that we have SQ(M) follows from the proofs of Lemmas 5.2 and 5.3, since M is simply a
linear combination of outer products of rows of X with rows of Y. Finally, this bound

has the appropriate norm. Notating the rows sampled by the sketch as sy, ..., s,, we have
— X e ) IPIY (se:)IIP
M2 = [SX](¢ SY)(4, )] = X (e, :
|37 = rz IISXIEAPNSTIEN =7 3~ i s
=1 20| X1z 2|V

||X S¢, || ||Y(5€>‘)||2 U2 N2 2 2
Z Bzt = WKIRITIE = ol XIEIY I

IXNellY e

5.4 General singular value transformation

So far, we have shown extensibility properties of SQ access like that of the block-encoding.
However, as we saw in a problem set, this does not necessarily mean we can efficiently
implement all polynomials. We will now discuss the broad approach for producing
pBV)(A)b from SQ(A) and SQ(b).

Recall our goal of simulating QSVT: given a matrix SQ(A) € C™*", a vector SQ(b) €
C", and a polynomial p : [—1,1] — R, compute a description of a vector y such that ||y —
p(A)b]| < ellplli-1,1lb]|. Specifically, we aim for our algorithm to run in poly(||Alr, £, d)
time, and our description to be some sparse vector x such that y = Ax, since this allows
us to get SQy(y).

Given a degree-d polynomial p given in terms of its Chebyshev coefficients a, (i.e.
p(z) = Z?:o a/Ty(x), where Ty(x) is the degree ¢ Chebyshev polynomial) and a value

€ [—1, 1], the Clenshaw recurrence computes p(z). Concretely, our recurrence for p odd
(so that ay = 0 for £ even), is the following.

qd-1)/2 = q(a+1),2 = 0
@k = 2(22% — 1) Q1 — Qrr2 + 202017
p(z) = (g0 — ¢1)
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The scalar recurrences we discuss lift to computing matrix polynomials in a natural way:

U(d—1)/2 = Ua+1)2 = 0
U = Q(QAAT — [)’LL],H_l — Uk+2 + 2a2k+1Ab
p(A)b = 5(uo — u1)

Each iteration (to get uy from w4y and wugi2) can be performed in O(nnz(A)) arithmetic
operations, so this can be used to compute p(A)b in O(dnnz(A)) operations. We would
like to do this approximately in time independent of nnz(A) and n. We begin by sketching
down our matrix and vector: we show that it suffices to maintain a sparse description of

uy, of the form w, = Av, where vy, is sparse. In particular, we produce sketches S € C"**
and T € C™™ such that

1. ||AS(AS)t — AAl| <,
2. ||ASSth — Ab|| < <[],
3. [|[TAS(TAS)T — AS(AS)|| < e

In the pre-processing phase, we can produce these sketches of size s,t = 6(”’:—2H% log %), and
then compute T'AS. Since we assume that the input is in the SQ access model, this can
be done in time independent of dimension. The approximations hold because of improved
versions of Lemma 5.7.

Using these guarantees we can sketch the iterates as follows:

Up = 2(2AAT — I)ukﬂ — Uk42 + 2a2k+1Ab
= 4AATAUk+1 — 2Avk+1 — Avk+2 + 2a2k+1Ab (38)
~ AS[4(TAS)T(TAS)U]€+1 - 2’(}k+1 — Uk+2 + 2a2k+1STb].

Therefore, we can interpret Clenshaw iteration as the recursion on the dimension-
independent term vy ~ 4(TAS) (T AS)vpy1 — 2Ups1 — Upyo + 2a21115Th, and then applying
AS on the left to lift it back to m dimensional space. As desired, we can perform the
iteration to produce v in O(st) = (T)(”Ig—i'% log” 1) time, which is independent of dimension,
at the cost of incurring O(e(||vgy1]| + ||verz|| + a2xs1]/b]])) error. To bound the effect of
these per-iteration errors on the final output, we need a stability analysis of the Clenshaw
recurrence. We can prove that this gives a d*¢||p||(_1,11||b|| scaling on the final bound, so
we rescale € by a factor of d? to get a final runtime of

IAllE
(e/d?)

If we allow linear-time pre-processing, this can be improved further by a factor of
e2/d? [BT24).

L el o

d ) gt )

Og2
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Problem Set 5: The power of classical

For this problem set, you’ll need the following result about importance sampling sketches,
strengthening Lemma 5.7 from the lecture notes.

Lemma 5.9 (Approximating matrix multiplication to spectral norm error [RV07, Theo-
rem 3.1]). Suppose we are given A € R™*™ ¢ > 0,§ € [0,1], and S € R™™ a ¢-oversampled
importance sampling sketch of A. Then

Pr

2
JA1TsA - At 5 BB gy gy s

Problem 5.1 ([CGLLTW22, Lemma 4.9]). Given SQ(A) € C™*" and ¢ € (0, 1], we
can form importance sampling sketches S € R™*™ and TT € R"™ in O(rcsq(A)) time.
Let 0; and 6; denote the singular values of A and SAT, respectively (where ¢; = 0 for
i > min(r, c)). How big does our sketch (r x ¢) need to be for the following property to
hold with probability 0.97

min(m,n) 1/2

Y. @] <ellAli ()

=1

Problem 5.2 ([CGLLTW22, Corollary 6.12]). We now show that the previous problem
implies a dequantization of QPCA [LMR14|. Given a matrix SQ(X) € C™*" such that

XTX has top k eigenvalues {)\i}le, along with a lower bound v such that \y,..., A\ > v,

compute eigenvalue estimates {\;}*_, such that, with probability 0.9,

k
> A= A < etr(XTX). (39)

i=1

What is the runtime of this classical algorithm?

Bonus: how would you design a quantum algorithm to solve this task? Suppose we
are given a state prep unitary that prepares a purification of p = XTX (i.e. the vectorized
version of X), which implies both the ability to prepare p and a 1-block encoding of p.

Problem 5.3 (|Vanl1l; GL22]). Suppose we are given SQ access to the vector corresponding
to the n-qubit state [¢)) and a description of H = 137 | A E,, where A, € [-1,1] and E,
are Pauli matrices. Show how to estimate (1| H* 1) to € error in poly(n, s*,1/¢) time.
Bonus: prove you can still perform the above estimate if |¢) is given as a matrix
product state with polynomial bond dimension, meaning that, for some 2n poly(n)xpoly(n)

matrices A;[0], A;[1], ¥p,..5, = tr(A1[b1] - - An[by]). Here, by - - - b, are bits.
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